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INTRODUCTION /3%

In 2 PCM transmission of information, the sequence of the transmitted mes-
sage is divided into formats (or subcycles), each format being itself divided into
. a certain number of cycles. A cycle, in turn, is composed of words and each
word can be divided into syllables,

In the application of METEOSAT to image telemetry and in the hypothesis of
a continuous transmission, the format corresponds to an image, each cycle to a
line, each word to a point on the ground. The division into syllables corresponds
to the distribution of the information between visible channel(s) and infrared
channel(s).

Since the fransmission is a series transmission, it is necessary to be able
to mark the beginning of a format as well as the beginning of each cycle. This
is the reason why one intersperses cycle and subcycle synchronization words
with the message words. Then, upon receiving the information, the location of
these particular words has to be detected; this is the role of the secondary syn-
chronizer,

HYPOTHESES

Here we are interested first of all in the case of a continuous transmission
with only one stored line.

In other words the radiometric data are taken during 1/20th of a cycle and
placed in a memory; then they are retransmitted to the ground during the re-
maining 19/20th of the cycle. In order not to increase the transmission time
uselessly, the synchronization words of the line image would be transmitted
before the end of the data taking. On the other hand, in order not to interrupt
the transmission between two lines, a random signal is transmitted to the
ground during the remainder of the data-taking period.

The timing diagram is as follows:
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FIRST PART ~ FORMAT DETINITION

Given the number of points contained in an image, the PCM fransmission
format for METEOSAT camnot be a standard format. None of the present-day
specifications on the subject of the cycle synchronization word length, the num-
ber of words per cycle and the number of cycles per subcycle is applicable to
the case at hand.

The format used for METEOSAT is shown in Fig.l 1.
It has already been shown (Report No. 533 CB/ES/E) that is is sufficient to
place a single synchronization word at the beginning of a line to ensure message

acquisition. Consequently a cycle of the format corresponds to a line of the
image, while a subcycle corresponds to an image.

I. CYCLE SYNCHRONIZATION

The cycle synchronization word is a P. N, code, 63 or 127 bits long. The
final choice of the length can be made only when the number of visible and infra-
red channels, the number of quantification bits and the number of points per line
have been defined.,

The line length varies, as a result, from 27, 500 bits for 1 visible channel,
1 infrared channel and 2000 points per line, through 70,000 bits for 1 infrared
channel, 2 visible channels and 2500 points per line, to 121, 000 bits for 2 visible
channels, 2 infrared channels and 3200 points per line.

The 63~bit length for the synchronization code is valid for a line of the order
of 70,000 bits. The 127-bit code is necessary if one wants to maintain a P. N.
code,

A METEO image, on the other hand, is stationary in nature. To compensate
for this, the cycle synchronization code is alternated from one cycle to another.

1) 63-bit code

This code is obtained by means of 6 flip-flops mounted in a shift register that
circles back on itself by a reaction of flip-flops 1 and 6.

The code obtained in this fashion depends on the initial state of the flip-flops.
The code choice has been determined by the detection probability of the code in
the search phase of the secondary synchronization (§11.2, Report No. 533
CB/ES/E) and by the probab1hty of detecting the code in the locking phase
(Appendix to this report).

Initial state: all flip-flops are in 1 and the code obtained is:

111111010101100110111011010G10011100010111100101000110000100000
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Cycle synchro.,
63 or 127 bits

Cycle ident. ,
33 or 36 bits

Control information

S 1 Radiometric information 1st line of image + PN codn
a . Contro! information
S 2 Radiometric information 2nd line of image + PN code
. . Control informatio
S 3 Radiometric information 3rd line of image +PN code n
<3 . .. . . . Control informaﬁon
S 4 Radiometric information 4th line of image + PN code
- . . Control information
S L Radiometric information last line of image + PN code
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2) 127-bit code

This code is obtained like the previous one with 7 flip-flops, the reaction
being accomplished on the flip-flops 1 and 7. For the initial state all flip-flops

are in 1.
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II. SUBCYCLE SYNCHRONIZA TION | [T

The subcycle synchronization is accomplished by a counting of the lines. In
pure binary form, such a counting necessitates 11 bits if the number of lines is

less than or equal to 2048, 12 bits otherwise,

Although the bit error probability anticipated for METEOSAT would be 10-8,
in order that the image be usable, it is desirable that the system function up to a
probability of 1072 so that synchronization not be lost during perturbations.

When p = 10-2, the probability that there will be e errors among 12 bits is
equal to:

P (e) =C5, »° (1 -p)2 ¢



The probability that the number of one line would be incorrect is the

probability that there would be a number of errors greater than or equal to 1.

PF would be this probability:

e e 12-e (o} (o} 12
p= T Cpp® (1-p) =1 -0, P (1-P)

If L is the number of lines in an image and ] is the number of lines for which
the counting is incorrect: '

L - €

p(e) = Cp ()€ (1 -2

The average value of [ is then <[> = LP If the image contains 3200 lines,

F.
<l > = 365, Such a result is unacceptable. It is therefore necessary to correct
a certain number of errors. The use of a correction code for 2 errors would be
too unwieldly to place in operation. Two solutions can then be considered:

A l-error correction and a 2-error detection code.

Pure binary counting, repeated 3 times.

1)° l-error correction and 2-error detection code

For 12 bits of information, one can use a systematic code with a length of
n + 1, such that n = m + k, where m is the number of information bits, and k is
the number of contx_'ol bits.

A systematic code is such as Zk Zn+1 (Ref. 1), For m = 12 one then finds

k=5 and n =17, The resulting code is correct if the code transmitted contains
0 or 1 error, i.e., with a probability:

. ' 1
P = c?a p° (1-p)78 + Cwa,p (1-p)17

!

2,18
)

(1 =10 + 6.18 (1 - 10"2)17

1.17 (1= 10797 = 9.86 107"

=1 = (121072)1% = 1,14 107

1



The probability that it contains 2 errors is equal to:

P (2) =€ p%(1 - )% = 1.30 107

2) Pure binary counting, repeated 3 times

Upon reception a majority decision is made for each bit. Since a bit is re-
peated 3 times, it would be correct after detection if it was not incorrect more
than once before detection.

The probability that a bit will be correct is then equal to:

._po o 3 . pf l\2
P =0l (1-p)7 +Cyp (1

: 2 k)
Pb=(1-p)3+3p‘\1—p) =1-3p2+2p

The line counting will be correct after detection if all the bits are correct, i.e.,
with a probability

~2

P# 1 ~3.610° for p=10

This method is more efficient than the previous one; therefore this is the one
that will be adopted.

' [II. RADIOMETRIC INFORMATION

This part of the cycle is formed of P words of constant length, where P is
the number of points per line of the image.

Each word is subdivided into a certain number of syllables in accordance
with the distribution of the visible and infrared channels. For example:

1 VISand 1 IR channel - Each word consists of one syllable of 5 bits for
the visible information and one syllable of 8 bits
for the infrared information.

2 VIS channels and 1 IR channel - 2 syllables of 5 bits for a first sampling
of the visible channels, 1 syllable of 8 bits for the
IR channel, 2 syllables of 5 bits for a second
sampling of the visible channels.

If b is the number of bits per word, the length of this part of the cycle will be:
b x P bits.

6



IV. CONTROL INFORMATION, PN CODE

During the remainder of the cycle, which corresponds to a little less than
one-twentieth of the cycle (§I), the number of available bits is sufficient for
transmitting the control information, If the control information does not occupy
all of this last part of the cycle, it is necessary to transmit a PN code in order
to maintain a continuous transmission until the appearance of the synchronization
word of the following cycle.

Because of the fact that the location of the synchronization pulse given by the
spin clock possesses a certain "jitter" (Ref, 3), the difference between two con-
secutive synchronization words of the format is not constant, which is reflected
in the length of the last part of the cycle.

The length of the block formed by the control information and the PN code
is equal to:

bxP _
19

(Iength of cycle synchronization word) -~ (length of cycle identifica-
tion word) + AL

where AL is equal to the amplitude of the error of the location of the synchro-

nization pulse.

SECOND PART -~ STRATEGY PROPOSED
FOR THE SECONDARY SYNCHRONIZER

In 2 PCM telemetry acquisition system, the secondary synchronizer follows
the primary synchronizer, designed to retrieve the pattern of the bits and to
determine, for each period of this pattern, if the bit transmittedis a "1 or a
"o'", The secondary synchronizer then receives a train of bits, synchronized by
the pattern provided by the primary synchronizer.

In this train of bits, the secondary synchronizer must first mark the con-
figuration of bits corresponding to the cycle synchronization word, When this
position is detected, the 33 (or 36) subsequent bits provide the cycle number.

A. CYCLE SYNCHRONIZATION (DESCRIPTION OF OPERATION)

1) General case

In a classical secondary synchronizer the cycle synchronization is accom-
plished in three phases:

Search phase

If the synchronization code has N bits, one compares, during the period of
1 cycle, each received configuration of N consecutive bits with the expected
code. The configuration nearest to that expected then permits the code loca-
tion to be marked.



Control phase

During C consecutive cycles one tries to verify that the detection has been
correct. There is confirmation if the position detected for the code during
the search phase is again the best for the cycle examined, otherwise there
is invalidation. If, during the C cycles examined during the control phase,
the number of invalidations remains less than a value I1, the system passes
into the locking phase. Otherwise, it returns to the search phase,

Locking phése.

In the locking phase the code position is assumed to have been determined

correctly. It is then possible to authorize more errors with respect to the

ideal configuration than in the other two phases. There is an invalidation /11
if the number of errors exceeds the threshold (threshold = number of errors
authorized). If there are more than I2 successive invalidations, the system
returns to the control phase.

2) Application to METEOSAT

The control phase is suppressed for METEOSAT because the search phase
is sufficient. The linking of the two phases - Search and Locking - is shown in
Fig, 2,

2.1) Search' bhésé (I‘lg 3)

Since the code has a length of N bits, the message bits are examined in groups
of N, and by successive one-bit shifts, all possible code positions in the received
message are examined.

On the other hand, the cycle synchronization code is alternated from one
cycle to the next and the search code has two possible configurations. Conse-
quently, for each position, a correlator determines the number of errors E1
with respect to the S code and the number of errors E2 with respect to the com~
plement S, The lower value is retained (for example E1) and compared to a pre-
viously stored value, the threshold E. If E1 is less than the threshold, this posi~-
tion is more probable than the previously detected one; the threshold is then
modified to take account of the value E1 and one concludes that this is the posi-
tion of the transmitted synchronization code (the bit counter is set back to zero).
If E1 is greater than or equal to the threshold, there is a confirmation of the fact
that the previously detected code is valid, the threshold value is retained and the
bit counter is incremented by one. The search phase is terminated when the bit
counter reaches the value M (the number of bits in the cycle).

The code detected at the end of the search phase is then correct if, when the
received code has E errors with respect to the transmitted code, the positions >
previously examined exhibit more than E errors with respect to the transmitted
code or to its complement, and if the positions examined during the remainder of
the cycle exhibit E errors or more with respect to the transmitted code and to its
complement,
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It is advisable, on the other hand, that the number of errors detected should
be less than N4 in order that the corresponding position can be assumed to be
that of the transmitted code (this is to avoid a break in the absence of the signal).

The probability of detecting the code in its correct position, for an alternated
code, is given by:

N/4 e N-e o Nee-1 3| M-1
=S C »°(1-p) Wi s C (Ref. 2)
e=o N j=e+1 N

where p is the bit error probability. For p = 1072 and N = 63 one finds that
py=1-1.15x 10-19, Similarly the probability that this position will be con-

firmed during the remainder of the cycle is:

N/4 e Nee=1 j| M= Nee ]| M=
N
z_ C' pP-p) Y 5 C O T'C
j=e+1 N - J=e X
Nee N-e-. i1 an-2
Pcz C pS(1-p) (“5)
) V _)_e+‘l Xl-
' N/“ e N-e e i (verified by calculation)
| C P (1_p) _;_) 4. C J erified by calculation,
: -0 N . j=e+1 N
. J
Pc > P2

Pc> 1 -2,31071°

For such probabilities it is unnecessary to provide a control phase. The end of
the search phase will then join directly to the locking phase.

2.2) Locking phase (Fig. 4)

Opening of a WlndOW about the theoretical p051t10n of the code

When the number of bits per cycle is known with certainty and when the code
position in a cycle has been ascertained, it suffices to count the number of bits in
order to know the position of the synchronization code of the next cycle.

11

/14

~
[
9]



C

Code detection in the window

The code looked for is the complement of the detected
code of the previous cycle. Initiglize C1 and C2 counters

to 0, threshold E to N/4

D
l Shift of 1 bit in the message —!
l Compare with the expected code (e errors) ]

Yes /E_zs——\

No

=< )/

Increment C1

Equate threshold to the value e

counter by 1

Reset C1 counter to zero

L

—

I

l _ Increment C2 counter by 1 ’ j
No Cec2ne¢ 7 Yes
[ Return to point D l . ( Modify the threshold value l

[
-

Examine the remainder of the cycle

| Shift of 1 bit in the

message ]

[

I

r - Compare with SC (e errors) J

12

L

|
[ Compare with SC (e' errors) J
J .

Invalidation

Confirmation

Return to search

Increment C1 counter by 1

(point B, Fig. 3)

1

Go to next cycle
Return to point C

: [ Return to point E

Figure 4 .

Cycle synchronization.

locking phase,



Within the METEOSAT system, independently of the bit shifts that can be
introduced by the primary synchronizer, the number of bits in a cycle is variable
because of the uncertainty in the position of the synchronization pulses delivered
by the spin clock. Instead of looking for the code at a fixed position with respect
to the code of the preceding cycle, the search then encompasses several bits be-
fore and several bits after, To do this, the bit counter does not count up to M
(the theoretical average number of bits per cycle) but up to M -~ A (Ais the width
of the window opened about the theoretical position of the code, where A is greater
than or equal to the maximum value of the variation of the length of one cycle). The
detection of the code of the following cycle begins at this moment and lasts during
2 A + 1 successive shifts. Since the code is alternated from one cycle to the next,
if in eycle n it is the S code which has been transmitted, one looks for the code of
the (n + 1) cycle at the position, among 2 A + 1 possible positions, which has the
least errors with respect to the complement of S, i.e., S. It is this position
which will be established to be the code position. After this position the bit counter
is reset to 0 and the number of errors obtained, e, provides the error threshold
for examining the remainder of the cycle, E = e/k, where k is set at a value of 2.

Confirmation over the remainder of the cycle

Although the position found for the code might be assumed correct, one con-.
tinues to examine, in succession, all positions in the cycle, with the bit counter
being incremented up to the value M - A, TFor each position the comparison is
made with the received synchronization code (e errors) and with its complement
(e' errors). If e or ef is less than E, there is an invalidation and a return to the
search phase. If no invalidation remains during the remainder of the cycle,. the
secondary synchronizer is kept in the locking phase for the following cycle.

B. CYCLE SYNCHRONIZATION (QUANTITATIVE STUDY 7

I | Se.archv Phase

The search phase has been studied in the report cited in Ref.- 2,

II. lLocking Phése

We are interested in the case where the Locking phase is begun after a
correct detection of the synchronization code of the preceding cycle.

1) Code detectioﬁ in fhe windov&

The 2A + 1 positions in the window are examined in succession and the first
of these having the fewest errors is retained as the code position.

Detection occurs at a position x (xe[ -4, + AJ) if, for e errors at this posi-
position with respect to the expected code, there are more than e errors at the
preceding positions and e errors or more at the subsequent positions, with the
comparison always being made with the expected code.

13



The study has been made in the case where the threshold is not limited in
the Locking phase, with the results being valid if the error threshold is limited
to N/4 as in the Search phase to avoid remaining locked if a probable code has
been detected in the absence of a signal.

1.1) Randoﬁl ilypoflieéis

From the very first it is assumed that the configurations other than that of
the code are random configurations,

If PV(x) represents the probability of making a correct code detection if the
latter is in the position x in the window, PV(x) is expressed by:

. ” ~ .7
N e . e J1o+x L e=1 J 14A-X
N AN - N = A
v(x) =5 »°0-p) - =3 2 C (ECORID T A
e=0 N j=o N j=o NJ’

where A+ x is the number of positions examined before the code, A- x is the
number of positions examined after the code, p is the bit error probability, and
N is the length of the code.

~ The different values of PV(x) as a function of x and of A are shown on the _ﬁl_§,
curves of Iigs. 5 and 6 for N = 63 where PFX =1-PV(x.

1.2) Real cage

Among the positions other than the code, two cases are distinguished in real
life: the strictly random positions and those which encompass a part of the code

Ref. 2).
Consequently, among the A+ x positions preceding the code, one distinguishes:
b1l positions partially encompassing the code
bl +8l= A+x
81 random positions
Similarly, among the A~ x positions which follow the code, one distinguishes;
b2 positions partially encompassing the code z
b2 +B2 = A-~Xx
B2 random positions 5
bl and b2 fall between 0 and N - 1,
fA+x < N-1, bl = A+x, ifA+tx =N-1, bl=N- 1L,
HFA-%x < N-1, b2 = A-x, ifA-x =N~-1, b2 =N- 1.

14
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We designate by m1 the values of the possible overlappings for the posi-
tions which precede the code and by m2 the values for the positions which follow
the code.

mE[N =1 =1, ¥ ~1]

m2e[N - b2 =1, N = 1]

The probability of making a correct detection is then expressed by:

N e e e {ﬁ e QZ
PV(xJ:e% [,\v P(‘—P)"Lc[\-(%)wj;qj} [: .(%)1[0 C:} ,,,,/,\,7.54{; Hm(q F7 (, Himfea1))
. Hm(m-(c c+-) Nln(f-cw-),k)'
with  Hoey . () b5 C P('-P) A C‘J Flp < Z Cﬂp

’MOX(O C~¢) J =0

where b = N - m and where e denotes the number of bits in disagreement, among
the m overlapping bits, between the position being considered and the code.

By writing:

Pr(e) =Ce p% (1-p)V ¢
N

L
ae = - S C

j=o N

%(b e) = /ﬁ (1-Hmte))

m =N~Db~1

PV (x) is expressed more concisely by:

N
PV(x) =,e§o Pr(e) Af:‘ A‘;’i ?f(m,e) ff(bz,eq)

Several values of PV (x) as a function of x and of A are shown on the curves of

Figs. 7 to 13 for different codes. - o

17
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The codes marked on the curves are as follows:

Codes 1, 2, 3, 4, 5 have the characteristic function 1 + x5 + x8, i.e., the
input of the shift register is the result of an "exclusive OR" between flip-flops , /29
5 and 6.

TFor code 1 the initial state of the register is 111111,

For code 2 the initial state of the register is 011111,

Tor code 3 the initial state of the register is 000111,

For code 4 the initial state of the register is 100001,

For code 5 the initial state of the register is 100000,

Code 6 has the characteristic function 1 + x% + x3 + x% + x5, i, e. , the input
of the shift register is the result of an "exclusive OR" between the flip-flops
2, 3, 5, 6. The initial state of the register is 111111,

It should be noted that the random hypothesis (all positions other than the
code position have the random configurations) is permissible with respect to
the real case where one must take account of the overlapping between the code

and the adjacent positions.

Consequently, this hypothesis is valid and will be retained for the study of
locking operation.

2) Locking operation

The calculations have been made and the curves plotted in the case of a
non-alternated code. We shall see later what changes are imposed by an alter-
nated code.

"~ 2,1) Case of an non-alternated code

We are interested in the case where the code has been correctly detected
in the preceding cycle, i.e., the synchronization code of the cycle examined
has been found in the window. Let x be its position (x e[ - A, + Al)

Let PVC(x) be the probability of correct detection of the code in the window,
if the latter is at x, associated with a confirmation. Let PVI(x) be the probability
of correct detection of the code in the window, if the latter is at x, associated /30
with an invalidation. Let PI'C(x) be the probability, if the code is at x, of making
a false detection and of confirming this detection, Let PFI(x) be the probability,
if the code is at x, of making a false detection and of invalidating this detection.
Let E be the threshold value, a constant for the examination of the remainder of
the cycle. ‘
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*Calculation of PVC{x)

If the received code exhibits e errors with respect to the expected code,
the probability of correct detection in the window is

Pefe) A0 *X A: —x (§11.1.1)

The probability of confirming this detection is the probability that, at the v
positions remaining in the cycle before the window opens for the following cycle
(v=M -2A + 1), there are & errors or more (€ =e/kore=¢ - §),

5
2 SN >
N ,
i.e., 1 - ()2 C = A
' j=0 N €
whence
N >
PVC(x) =5 Pr(e) A2™ A‘;j A
e=0 .
L

* Calculation of PVI(x)

For a like probability of detecting the code if the latter has e errors, the
probability of an invalidation is the probability that, at the v positions sub-
sequently examined, there exists at least one for which the number of errors

is less than e.

N .
— A+X L A-X RECES SN S
pr(e) Ae Ae-'i é\“PVC(\X)

PVI(x) .= \/_ Prte) A 'Ae.—‘l {1 - A::1}=

AME®

e

L

* Calculation of PFC (x)

Let us denote by PFy e(X) the probability that the position y
(yel~A x-1] U [x+ 1, A]), exhibiting e errors with respect to the expected
code, will be taken for the position of the cycle synchronization code, PFC(x)
is then expressed by:
v

N ,%x =1 A
PFC(x) = Z{Z PFy’e(x) + 5 PFy'e(x) }AE »

e=o(y= -0 Y=X+1
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PFy (x) is the probability that all the positions preceding y have more than

e errors and that the positions following y have e errors or more.
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N 3 s Y 2 N aesc X
PRCx)= 2 A_lA & A, Z () -Pale) Ae A
€zo0 & <- J': _)':CN €=
PFC(x) can also be written as
N PR 2o N
PFC(x)= L A, {F} Z (jy-a, L u.(j)z - Pva(=)
C=0 Sha - j:c . € JEen
whene =0, & = oandAa_1=Ae_l=1
i Mo 20 & , -
PFC(x)="7- Q i COK 2 1 fﬂ yaie: A Z (j) { < PVl
J*‘( Ca- d--‘z Cat J‘:c J,QQ-A
PFC(a) = A. PVC(a)-A
2n g - g 3 2,
avec: A= A, ‘Z"‘n(j)_z_ Qe‘agﬂe-v Z\q(J) G Z \q(d)}
J= €=y - a= _

* Calculation of PFI (x)

By analogy with PFC(x), PFI(x) is expressed by
/ ~ ZO 0*&' ~ax
P FEI(=)- Z 1-9 ){ Z -'t(J')-Q Z?A(J)-’Pa(c)ﬁ) A -2
c= : € € e
J=< JIer
PFI(x) can also be written as
w y
2a o
"’FI(«.)—Z: (' Q ){Q Z@a(J)- A, (P/L(j)? - PVI(=)
C=o0 . J=c sew
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]
| CEI(x)= AL PVIG)

The values of PVC(x), PVI(x) and PFC(x) are indicated on the curves of /33

Figs. 14 to 19, The PFI(x) values are not listed since the calculation accuracy
is inadequate. One can simply say that for p = 10-2, PFI(x) is less than 10718
and that for p = 1076, PFI(x) is less than 10727,

In the case of a correct detection, the probability of a confirmation must
therefore be as high as possible; the probability of an invalidation must then be
as low as possible. In the case of an incorrect detection, the opposite is true.
Since these two requirements are contradictory, a compromise is found.

From the curves it seems that k = 2 would be a correct value, where =1,
2, or 3. Since division by 2 is simpler to do than a subtraction, and it suffices
to accomplish a shift, this is the solution that is retained.

2.2) The case of an alternated code

In the window, each position is compared to the expected code, but outside
the window the comparison is made with respect to the code and its complement.
If there are e' errors with respect to the code, there are N ~ e' errors with
respect to the code complement. Consequently, outside the window the number
or errors after the comparison is less than N/2, Tt will then only be possible to
have confirmation if the detection in the window is made with less than N2

errors (e = E-'zi if N is odd).
: (v-1)2 e . oax Ceat’ L L N-E P
e o NV.e ~ 3 o 3 Y J
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b e - o (=122 SexX g 9
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2,3) Coh1parison between alternated or non-alternated code

R O -'>
% | V- Pvela) = Z (?-)f'- Qc Q?_. ne‘ z
Na c=zo0o l -
~ Wz ox  GO-m ?
1~ 0ve(x) = Z Crle) 2 ”t(e){‘- Q: “A L }
' a ez (/2 ezo . £e €

The calculation shows that the terms beyond N/2 are negligible

v/2 n R Pe-x 7
[:_Oucca)] # Z \a(e)f a, A, }
na -t =t
Ve § Ac-a\ e P/ ’
[.- C’vc(x):l & ({:0 ie) 31 BL T B, B g > [x _O\/C(a)} ”
A isoftheforml-a,a «1
e e’ e
B isoftheforml-2a ,a «1
e e’ e
For the values of e which are to be taken into consideration in the calcula- f}_l_
tion, one also has:
(86 + x) a <« 1 | (& - x) a, &1 . Va, «l
Consequently
_ N/2 -
L‘l - P\/C(x)]na A S5 pr(e) 2 (a +x)a\e + (a —x)ae +9 a_ _,
e= ’

.

}:1 - PVC(X):Ja P g_é? Pr(e) { (.A+><‘)é\e + (8 -x)a, +29§£ » }

Ife =e, i.e., k=1lordé=0[1-PVCx)]a=2[1-PVCx)Ina
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If e =eR,ie., k=2[1-PVCx]a’ [1-~PVCKX]na+410-15
for p = 10-2

then [1 - PVCX)]a# [1-PVCX)Inaifk =3 forp=10-2 ifk = 2 forp= 106,

*[PVIX)]a # 2 [PVI(x)] na regardless of values of p, A, k or 6
* PFC (x) remains unchanged.

The conclusions reached in the case of a non-alternated code are then valid
for an alternated code, that is:

= e/2

3) Average time of locking operation

The case of a correct.detection of the code in the window.

The probability P(j) of remaining in the locking phase during j cycles at
one correct position is the probability of having a confirmation during j cycles
and an invalidation at the j + 1 cycle.

Thus P(j) = v (PVI + PPI)

with PVC = ::/_-\ § (x) PvC(x) where 6 (x) is the distribution probability of the

Xz =A
code in the window

PVI =f$(x) PVI (x)

Xz -4

4

PFI =Z2-§(x) PFI (x)

Kz=-A

The average value of j is given by:

o . L ‘g
| ; j ePve (PVI.PFT) Pve 3{; j eve
<J>= el Y. = - .
Py (@PVL,.eFI) 2 e’
Jee ‘ i J=°
PVC Z d PVC
i1 dPvC PVC )
<y> = = PV (1 PVC) dec (l-PVC
4/ (- Pve)
1

= PVC (l-PVC)‘(l':ﬁgy?
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Tor a uniform distribution of the code in the window PVC is essentially
equal to PVC(0).

» ' . o
= 10 =1 < 3i>™ 5,5 10
_ .~~b il 17

P = 10 =1 4=10 "¢j>=~3,1 10

_2 .

p =10 = 2 'A=10 <3i>~ 4,4 1013

= 10‘6 k.= 2 Aa=10 <j>2 9 10717

C. SUBCYCLE SYNCHRONIZATION

When the cycle synchronization consists of detecting the position of a given
bit configuration, the subcycle synchronization, in the case of a synchronization
by cycle counting, consists of determining the bit configuration of a given posi-
tion.

This configuration determination is accomplished in two steps:

- a first reduction in the number of errors by majority decision,

~ properly stated synchrnoization.

I. Detection of the identification word b'y> méjor.it.y decision

The information received concerning the cycle counting consists of three
words of 12 theoretically identical bits, As a result of transmission errors,
certain bits are erroneous:

word 1 word 2 word 3
P 7N\ N
e N N\ 7 AY
11 i 1 iei2 T2s T oce2s

The bits i, 1 + 12, i + 24, occupying the same position in the words 1, 2
and 3, are compared. The value found two or three times among these 3 bits
will be the value assigned to bit i of the detected word. This value will be exact
if there is no more than 1 error among the 3 bits received.

If p denotes the bit error probability up to the detection, and Py is the bit

error probability after detection,

38
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3 2 2 3
P, =P +3p (1-p) = 3p° - 2p
Pb = 3?2 - 2P3
p=10—2 oD pb = 2998 10‘4
p=10"% mmp p_ =3 1072

It Py denotes the probability that the detected word (ID word) is correct,

since this latter contains 12 bits with an error probability Pys

2
Po = (1- pb)1

The probability that an ID word is incorrect is then 1 - Py and the average -

number of incorrect words in L is equal to L(1 - po)

1 1

L (T—PO) = <L = ) .= 1—(%—? )12
o] : b
-2 '
p= 10 L # 280
p= 1078 L 2.78%10'°

In other words, for p = 10~2 there is, on the average, 1 false ID word in
280; for p = 1076 there is, on the average, 1 false ID word in 2.78 x 1010,

II. Properly stated synchronization

The different synchronization phases are shown in Fig, 20.

1) Search Phase

Given that it is impossible to form any hypothesis concerning the value of
the ID word, the word value that is received is assumed to be without error and
is transferred into the cycle counter.

2) Control Phése

In the next cycle the cycle counter has been incremented by one unit and its
value is compared to the received ID word. There is confirmation if the number
of errors is zero, otherwise there is invalidation. A single invalidation causes
a return to the search phase; J successive confirmations lead to the locking phase.

39
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3) Locking Phése -

The locking phase is based on the variable threshold principle:

Tor a given cycle the threshold is fixed to the value of the number of errors
in the preceding cycle, incremented by one unit, There is a confirmation if the
number of errors is less than or equal to the threshold, otherwise an invalida-
tion. K successive invalidations cause a return to the search phase,

The values of J and K are not fixed to an actual time but certainly have
rather low values (<4),
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APPENDIX

47
Justification of the Code Choice “/—~

We recall that a PN code of lengthn = Zk - 1 is obtained by means of k
flip-flops mounted in a shift register, with input to the register being the
result of an "exclusive OR' between several of the flip-flops. On the other
hand, a code is described by its "characteristic polynomial" of the form

1+ le, with the i values corresponding to the flip-flops entering into the

reaction. —
s -

Tor example, the polynomial 1 + x5 + x6 represents an "exclusive OR"
between flip-flops 5 and 6 (1 is the register input, k is the output).

A given characteristic polynomial provides the k circular permutations of
one code, following the initial state of the flip-flops.

For a 63-bit code there are 6 characteristic polynomials:

5

(1) 1+ x7 + 8 (3) T4k ax’ (5) 1~Fx+x_2+x5+x6

(2), 1 + x + < (4) T (6) Texax e’
The polynomial (2) generates the mirror codes of the codes given by the

polynomial (1). The same is true for the codes (3) and (4), (5) and (6). A code

and its mirror have exactly the same synchronization properties; there are

3 x 63 = 189 possible codes.

The study of the Search phase has been based on the 63 codes generated by _/_4_§
the polynomial (1). The results have shown that the best of these codes is that
which begins with 5 "0" and ends with 6 1", The Locking phase study has
yielded the same results,

As a result, it is for a position that slightly overlaps the code that the
probability of resemblance with the latter is greater. Thus the best codes
are those which begin with the numerals 1" and terminate with the numerals
Q" or vice versa.

Neither polynomial (3) nor (5) permits such codes to be generated. Con-
sequently two possibilities remain:

Polynomial (1) in the initial state 100000, which gives 000001.., 0111111
Polynomial (2) in the initial state 111111, which gives 1111110; 1000000
This is the second sclution that is retained;
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For the 127 code an extension of the foregoing results leads to choosing
the code beginning with 7 *'1* and ending with 6 0", This code is obtained by
the polynomial 1 + x + X7, with the initial state of the flip-flops being 1111111,
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